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Ø Solubility
Ø Toxicity
Ø Blood-Brain 

Barrier Permeability
Ø Biological Activity
Ø ……

Drug discovery

Materials science

Biotechnology

Molecular 
Structure

Molecular 
Representation

Molecular Generation, Molecular Optimization, 
Molecular Spectroscopy Analysis

Application 
Fields

Molecular 
Properties

Chemical Reaction, Retrosynthesis Planning, 
Intermolecular Interactions, Target-Ligand Interaction
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Research Background

Molecular Representation Learning

ℎ = 𝑓(𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒)

Translate the molecular structures into vectorized
molecular representa7ons to understand and
predict various molecular proper7es,
interac7ons, chemical reac7ons.
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ü Pre-trained on large-scale 

unlabeled molecules.

ü Fine-tuned on various 

downstream tasks.

Pipeline of Molecular Representation Pre-training

(1) Scarcity of labeled data.
(2) Poor out-of-distribution generalization capability.

Challenges of supervised molecular representaAon learning

Research Background
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Research Background

• Denoising as learning a force field.
• It is not feasible to learn molecular force field directly, since it is either unknown or expensive to evaluate.
• AlternaDve: approximate the data-generaDng force field with one that can be cheaply evaluated.
• Prove that the denoising objecDve is equivalent to learning the molecular force field:

• Molecular structure: 𝐱 ∈ ℝ!"

• The structure follows the Boltzmann distribuDon: 𝑝#$%&'()* 𝐱 ∝ exp(−𝐸(𝐱))
• Force field: ∇𝐱 log 𝑝#$%&'()* 𝐱 = −∇𝐱𝐸(𝐱)
• Approximate 𝑝#$%&'()* with a mixture of Gaussians centered at the known equilibrium structures

𝑝#$%&'()* 2𝐱 ≈ 𝑞,(2𝐱) ≔
1
𝑛
8
-./

0

𝑞, 2𝐱 𝐱𝐢)

where 𝑞, 2𝐱 𝐱𝐢) = 𝒩(2𝐱; 𝐱𝐢, 𝜎2𝐼!").

[1] Sheheryar Zaidi, Michael Schaarschmidt, James Martens, Hyunjik Kim, Yee Whye Teh, Alvaro Sanchez-Gonzalez, Peter Battaglia, Razvan Pascanu, 
Jonathan Godwin. “Pre-Training via Denoising for Molecular Property Prediction.” In ICLR, 2023
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Research Background
• Denoising as learning a force field. (Cont.)

• Learning the force field now yields a score-matching objective:

𝔼3!(5𝐱) ∥ GNN7 2𝐱 − ∇5𝐱 log 𝑞,(2𝐱) ∥2

• According to reference [1], minimizing the following two objectives is equivalent:

𝐽/ 𝜃 = 𝔼3!(5𝐱) ∥ GNN7 2𝐱 − ∇5𝐱 log 𝑞,(2𝐱) ∥2

𝐽2 𝜃 = 𝔼3!(8𝐱,𝐱) ∥ GNN7 2𝐱 − ∇5𝐱 log 𝑞, 2𝐱 𝐱) ∥2

• Thus, the objective in Eq. (1) is equivalent to:

𝔼3!(8𝐱,𝐱) ∥ GNN7 2𝐱 − ∇5𝐱 log 𝑞, 2𝐱 𝐱) ∥2 = 𝔼3!(8𝐱,𝐱) ∥ GNN7 2𝐱 − 𝐱:5𝐱
,"

∥2

[1] Pascal Vincent. “A Connec=on Between Score Matching and Denoising Autoencoders.” Neural Computa0on July 2011

Establishing the relationship between 3D geometries and the energy states of molecular systems 
is an effective pathway to learn 3D molecular representations.
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Research Background

[1] Yuyan Ni, Shikun Feng, Wei-Ying Ma, Zhi-Ming Ma, Yanyan Lan. “Sliced Denoising: A Physics-Informed Molecular Pre-Training Method.” In ICLR, 2024
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Motivation

MolSpectra: Pre-training 3D Molecular Representation with Multi-modal Energy Spectra, ICLR 2025
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MolSpectra

MolSpectra: Pre-training 3D Molecular RepresentaZon with MulZ-modal Energy Spectra, ICLR 2025
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Experiments

MolSpectra: Pre-training 3D Molecular Representation with Multi-modal Energy Spectra, ICLR 2025

EffecAveness of Molecular Spectra in Training from Scratch
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Experiments

MolSpectra: Pre-training 3D Molecular Representation with Multi-modal Energy Spectra, ICLR 2025

Effectiveness of Molecular Spectra in Representation Pre-Training
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Experiments

MolSpectra: Pre-training 3D Molecular Representation with Multi-modal Energy Spectra, ICLR 2025

Effectiveness of Molecular Spectra in Representation Pre-Training
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Experiments

MolSpectra: Pre-training 3D Molecular Representation with Multi-modal Energy Spectra, ICLR 2025

Sensitivity Analysis of Patch Length, Stride, and Mask Ratio

Ablation Study of Spectral Modalities
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Experiments

MolSpectra: Pre-training 3D Molecular Representation with Multi-modal Energy Spectra, ICLR 2025

Visualization of Attention Patterns and Learned Spectra Representations in SpecFormer
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