
Institute of Automation
Chinese Academy of Sciences

中国科学院自动化研究所

Molecular	Representation	Learning	and	

Property	Prediction

Liang	Wang

Advisor:	Prof.	Liang	Wang
Institute	of	Automation,	Chinese	Academy	of	Sciences

1	November	2024



2 /	24

Outline

1 Background & Review

2 Recent	Work
2.1 [AAAI	2024]	Rethinking	Graph	Masked	Autoencoders	through	

Alignment	and	Uniformity	

2.2 [NeurIPS 2024]	Pin-Tuning:	Parameter-Efficient	In-Context	Tuning	
for	Few-Shot	Molecular	Property	Prediction



3 /	24

Research	Background

Ø Solubility
Ø Toxicity
Ø Blood-Brain 

Barrier Permeability
Ø Biological Activity
Ø ……

Drug discovery

Materials science

Biotechnology

Molecular 
Structure

Molecular 
Representation

Molecular Generation, Molecular Optimization, 
Molecular Spectroscopy Analysis

Molecular Representation Learning Molecular Property Prediction
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Application 
Fields

Molecular 
Properties

Chemical Reaction, Retrosynthesis Planning, 
Intermolecular Interactions, Target-Ligand Interaction

Based on molecular representations, predict
various physical, chemical, and biological
molecular properties, to guide scientific research
and industrial applications.

Translate the molecular structures into vectorized
molecular representations to understand and
predict various molecular properties, interactions,
chemical reactions.
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Research	Background

ü Pre-trained on	large-scale	

unlabeled	molecules.

ü Fine-tuned on	various	

downstream	tasks.

Pipeline of Molecular Representation Pre-training

(1) Scarcity of labeled data.
(2) Poor out-of-distribution generalization capability.

Challenges of supervised molecular representation learning



5 /	24

Review
Self-supervised Strategies

GraphCL (NeurIPS 2020)

Representative Work:Contrastive Learning

MoCL (KDD 2021)

MolCLR (NMI 2022)

Masked Components Modeling
AttrMasking (ICLR 2020)

GraphMAE (KDD 2022)

Mole-BERT (ICLR 2023)

Denoising

Coord (ICLR 2023)

Uni-Mol (ICLR 2023)

SliDe (ICLR 2024)
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Review
Masked Components Modeling

1. Linear decoder -> GNN decoder
2. Remask
3. Cross entropy loss -> scaled	cosine	error	(SCE)	loss	

AttrMasking (ICLR 2020) GraphMAE (KDD 2022)
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Background

• Denoising as learning a force field.

• It is not feasible to learn the molecular force field directly, because it is either unknown or expensive 

to evaluate.

• Alternative: approximate the data-generating force field with one that can be cheaply evaluated.

• Prove that the denoising objective is equivalent to learning the molecular force field:

• Molecular structure: 𝐱 ∈ ℝ!"

• The structure follows the Boltzmann distribution:

• Force field: 

• Approximate 𝑝#$%&'()* with a mixture of Gaussians centered at the known equilibrium structures

where
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Background
• Denoising as learning a force field. (Cont.)

• Learning the force field now yields a score-matching objective:

(1)

• According to reference [1], minimizing the following two objectives is equivalent:

• Thus, the objective in Eq. (1) is equivalent to:

[1] Pascal Vincent. “A Connection Between Score Matching and Denoising Autoencoders.” Neural Computation July 2011



9 /	24

Background
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Rethinking	Graph	Masked	Autoencoders	
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Recent	WorkⅠ——AUG-MAE,	AAAI	2024

Are GraphMAE and GCL completely 
different methods, or do they 
share any commonality?
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Recent	WorkⅠ——AUG-MAE,	AAAI	2024

Proof
Sketch

Proof
Sketch

Theoretical result:
GraphMAE performs 
implicit context-level 
graph contrastive 
learning.

Theoretical Understanding of GraphMAE
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Recent	WorkⅠ——AUG-MAE,	AAAI	2024

Intuitive Explanation:

Theoretical result: GraphMAE performs implicit context-level graph contrastive learning.

Masked Graph Masked Nodes
with Contexts

G
N
N
Encoder

G
N
N
D
ecoder

ℒ

Masked features

Reconstructed
features

Theoretical Understanding of GraphMAE
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Recent	WorkⅠ——AUG-MAE,	AAAI	2024
Theoretical Understanding of GraphMAE

Measure representation quality of GraphMAE:
• Representation Alignment?
• Representation Uniformity?

Note: 
• Alignment (一致性) refers to the 

concentration of samples from the same 
class within the same region of the 
hypersphere. 

• Uniformity (均匀性) refers to the uniform 
distribution of all samples on the 
hypersphere.

[1] Tongzhou Wang, Phillip Isola. “Understanding Contrastive Representation Learning through Alignment and Uniformity on the Hypersphere.” In ICML. 2020
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Recent	WorkⅠ——AUG-MAE,	AAAI	2024
Theoretical Understanding of GraphMAE

• Alignment performance is still restricted by the mask distribution, which is 
decided by the masking strategy.

Limitations of GraphMAE:

• Uniformity performance is not strictly guaranteed.
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Recent	WorkⅠ——AUG-MAE,	AAAI	2024

Alignment Enhancement
• Adversarial Masking

• Easy-to-Hard Masking

Uniformity Enhancement

• Explicit Uniformity Regularizer

Alignment-Uniformity Enhanced Graph Masked Autoencoders
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Recent	WorkⅠ——AUG-MAE,	AAAI	2024
Experimental Results
Performance on node classification and graph classification. Performance on representation 

alignment and uniformity.
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Key Elements underlying Molecular Property Prediction

[1] “A Systematic Study of Key Elements Underlying Molecular 
Property Prediction.” Nature Communications, 2023

Representation

Generalization

Few-Shot Molecular Property Prediction
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Representative Work

IterRefLSTM, ACS Central Science, 2017 Meta-MGNN, WWW, 2021 PAR, NeurIPS, 2021

MHNfs, ICLR, 2023GS-Meta, IJCAI, 2023

PACIA, IJCAI 2024 CAMP, submitted to ICLR 2024

Matching Network, Meta-Learning, Pre-trained Encoder

Molecular Context

Adaptation (hypernetwork, in-context learning)

Few-Shot Molecular Property Prediction

ADKF-IFT, ICLR, 2023

MTA, SDM 2023 ActFound, bioRxiv 2024

Cross-property (task augmentation, pairwise learning)
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Evaluation Benchmark
Few-Shot Molecular Property Prediction

Molecular Property Prediction, N-way K-shot Bioactivity Prediction, N-shot (support set size),
Stratified Random Split
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Recent	WorkⅡ——Pin-Tuning
Few-Shot Molecular Property Prediction

Pre-training is effective, but fine-tuning is ineffective.

How to adapt molecular pre-trained models to downstream tasks, 
especially in few-shot scenarios?

Molecular 
Encoder

Property Classifier

Pre-Trained 
Molecular Encoder

Context-Aware
Property ClassifierSR-MMP

SR-HSE

SR-p53

!𝑦 !𝑦 !𝑦 !𝑦Frozen

Fine-Tuning

Pin-Tuning

(a) Vanilla MPP framework. (b) Existing FSMPP framework.

𝒉!

Molecular
Context

Observation
≤   Pretrain-then-FreezeTrain-from-Scratch  <  Pretrain-then-Finetune
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Recent	WorkⅡ——Pin-Tuning
Few-Shot Molecular Property Prediction

Reasons:

1. Imbalance between the abundance 

of tunable parameters and the 

scarcity of labeled molecules.

2. Limited contextual perceptiveness 

in the encoder.
Molecular Encoder

Property Classifier

Pre-Trained 
Molecular Encoder

Context-Aware
Property ClassifierSR-MMP

SR-HSE

SR-p53

!𝑦 !𝑦 !𝑦 !𝑦Frozen

Fine-Tuning

Pin-Tuning

(a) Vanilla MPP framework. (b) Existing FSMPP framework.

𝒉!

Molecular
Context
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Recent	WorkⅡ——Pin-Tuning
Pin-Tuning: Parameter-Efficient In-Context Tuning 

for Few-Shot Molecular Property Prediction

Pre-Trained 
Molecular Encoder

Property Classifier
Property Classifier

Property Classifier

!𝑦 !𝑦 !𝑦 Pin-Tuning for PMEs

Atom Embedding Layer

Message Passing 
Layer

Bond Embedding 
Layer

FeedForward 
Down-Project

FeedForward 
Up-Project

Nonlinearity

AtomsBonds

Molecular
Context

Layer Norm

= −
1
2
Φ!
" −Φ!

#𝐇(𝒟𝒫 , Φ!)(Φ!
" −Φ!)

Encoder Layer

Our FSMPP framework. Our Pin-Tuning method for PMEs.

SR-MMP
SR-HSE

SR-p53

Molecular
Context

𝐿×

ℒ!"#$%&'

MP-Adapter: message passing layer-oriented adapter

• Bottleneck
• Near-zero initialization
• Skip-connection
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Recent	WorkⅡ——Pin-Tuning
Pin-Tuning: Parameter-Efficient In-Context Tuning 

for Few-shot Molecular Property Prediction

Pre-Trained 
Molecular Encoder

Property Classifier
Property Classifier

Property Classifier

!𝑦 !𝑦 !𝑦 Pin-Tuning for PMEs

Atom Embedding Layer

Message Passing 
Layer

Bond Embedding 
Layer

FeedForward 
Down-Project

FeedForward 
Up-Project

Nonlinearity

AtomsBonds

Molecular
Context

Layer Norm

= −
1
2
Φ!
" −Φ!

#𝐇(𝒟𝒫 , Φ!)(Φ!
" −Φ!)

Encoder Layer

Our FSMPP framework. Our Pin-Tuning method for PMEs.

SR-MMP
SR-HSE

SR-p53

Molecular
Context

𝐿×

ℒ!"#$%&'

Emb-BWC: embedding layer-oriented Bayesian 
weight consolidation

• Maximum a posterior (MAP) estimation
• Bayesian learning theory
• Second-order Taylor expansion

Three choices of diagonal approximation of Hessian

• Identity matrix.
• Diagonal of Fisher information matrix.
• Diagonal of embedding-wise Fisher information matrix.
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Recent	WorkⅡ——Pin-Tuning
Pin-Tuning: Parameter-efficient In-Context Tuning 

for Few-shot Molecular Property Prediction

Pre-Trained 
Molecular Encoder

Property Classifier
Property Classifier

Property Classifier

!𝑦 !𝑦 !𝑦 Pin-Tuning for PMEs

Atom Embedding Layer

Message Passing 
Layer

Bond Embedding 
Layer

FeedForward 
Down-Project

FeedForward 
Up-Project

Nonlinearity

AtomsBonds

Molecular
Context

Layer Norm

= −
1
2
Φ!
" −Φ!

#𝐇(𝒟𝒫 , Φ!)(Φ!
" −Φ!)

Encoder Layer

Our FSMPP framework. Our Pin-Tuning method for PMEs.

SR-MMP
SR-HSE

SR-p53

Molecular
Context

𝐿×

ℒ!"#$%&'

Enabling contextual perceptiveness in MP-Adapter
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Recent	WorkⅡ——Pin-Tuning

Experiment Results
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Recent	WorkⅡ——Pin-Tuning

Tunable Parameter Size Analysis

Ours (14.2% parameters, higher performance)

Baseline
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Recent	WorkⅡ——Pin-Tuning

Visualization
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